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Digital Radio Mondiale (DRM) Digital Sound Broadcasting in the AM Bands

Frank Hofmann, Christian Hansen, and Wolfgang Schafer

Abstract—This paper describes the new world-wide broad- are much lower, but on the other hand only few transmitting sites
casting system Digital Radio Mondiale™ (DRM™) for the long, are needed for large national or international coverage areas.
medium and short wave bands. It is originated by the goal of the - 14 ake system design comprehensible as well as to present
consortium members to develop a flexible and efficient audio and . lgorith th ticle | i»ed 1o follow the si |
data broadcasting standard. Better sound quality, more reliable recewver aigori msj e_ar Icle s Orga”'z? 0 tollow e_S'Q”a
reception in combination with additional service information flow from the receiver input to the audio output. Beginning
make DRM a promising successor to the analogue AM. Achieving more general, Section Il describes the most important reasons
good audio quality becomes a challenging task due to the limited why DRM is advantageous in comparison to analogue AM. The
bandwidth of 9 or 10 kHz, especially in often strong impaired oqirements for system development and a system overview
channels. Many other requirements, which were the basis for the . in Section Ill. The basis f h t desian i
system development, are illustrated. This article gives an overview are given m _ec ion Hi. e _aS|§ or eac_ syg em (—:;Slgn IS
of the system architecture including the components multiplexing, the transmission channel which is explained in Section IV.
modulation, channel coding and source coding. Important receiver The more detailed system description starts in Section V
aspects such as synchronization and channel estimation are a|SOepraining the different logical channels used in the signal
described. N _ _ multiplex. The following Section VI describes how the signal

Index Terms—Broadcast, digital radio mondiale, DRM. is built and explains the four robustness modes suited for the
different transmission conditions. Sections VII and VIII give
information about synchronization and channel estimation
) o ) . strategies needed in the receiver. The last two Sections IX and

I HE wording Digital Radio Mondiale (DRM) stands for ax geal with channel coding and source coding and its adap-
world-wide initiative to bring AMradio into digital era[1]. tation to DRM. The channel coding is based on a multilevel
Thisinitiative is carried by an international consortium, foundeghging scheme which is, despite its performance, rarely used
in March 1998, which developed a nonproprietary standard fgy systems. Source coding consists of three different MPEG-4
the broadcast frequencies below 30 MHz. The members @npression techniques. To conclude the paper, information

composed of broadcasters, equipment manufacturers, reseggit the current status of field tests and a short summary in
institutes, regulatory bodies and network providers. The joint 8xction XII is given.

fort metin September 2001 in the publication of the ETSI stan-
dard [2] and gained approval by the ITU in April 2001.

The long, medium and short wave bands give coverage to
large and remote areas as well as in house reception. In combi-
nation with better sound quality and more reliable reception asThe analogue AM suffers from poor audio and reception
the analogue AM as well as the possibility of additional servigguality. This opens the chance for huge improvements with a
information and data services, DRM constitutes high interestdigital transmission scheme. Its main advantages are explained
national and international broadcasters. in the following:

I. INTRODUCTION

Il. ADVANTAGES OF DRM IN COMPARISON TOAM

The channel bandwidth in the long, medium and short wave .
bands is 9 and 10 kHz respectively. Regarding the state of the
art of source coding algorithms a data rate of 20 to 24 kbit/s is
required for good sound quality. This results in a needed band-
width efficiency of more than 2 bit/s/Hz. With these numbers
one can deduce, taking also channel coding and signaling over-«
head into account, that 6 bits per modulation symbol are reason-
able, resulting in a 64-QAM modulation. In combination with
short-wave channels which suffer from high Doppler spread and
delay spread, system design gets a challenging task.

DRM is seen from its members as a complementary system to
Digital Audio Broadcasting (DAB) [3] and Digital Video Broad-
casting terrestrial (DVB-T) [4]. On the one hand the data rates .
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Robustness in fading channelsin the analogue AM all
disturbances as multipath fading, noise as well as co- and
adjacent channel interference cause audible impairment.
A well designed digital system, which is the main topic of
this article, can cope much better with these disturbances.
Better audio quality. The audio bandwidth in double
sideband (DSB) AM is less than the half of the trans-
mission bandwidth. Considering additional filters in the
receiver an audio bandwidth of 2.4 kHz is typical. The
used state of the art source coding algorithms overcome
this limitation and deliver a good sound quality at the
available bit rate.

Power savings at the transmitting side.When using
DSB AM most of the transmitting power is in the carrier.
In dependency of the degree of compression of this carrier
huge power savings are achievable while maintaining the
coverage area.

¢ Service related data.Some years ago it was tried to es-

tablish AMDS (Data System in Monophonic AM Sound
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Fig. 1. DRM system overview.
Broadcasting) which failed. The capacity in DRM for ser- and the digital signal occupy their own separate adjacent

vice related data as service label, alternative frequency channels transmitting from the same station.

lists and language information is much higher resultingin ¢ To allow a reorganization of the multiplex during a trans-

easy to use radios. mission or the adaption of the transmission parameters re-
 Data servicesDigital broadcast systems are independent  configuration possibilities are included.

of the type of content. Besides audio programs data ser-

vices as traffic and text information as well as pictures ag System Parameters

ossible. . _ . . .
P The different transmission modes permit broadcasting with

variable channelization constraints and propagation conditions.
[ll. SYSTEM OVERVIEW Besides the nominal bandwidth of 9/10 kHz, the system sup-
ports also half channel modes (4.5 and 5 kHz) to allow for
simulcast with analogue AM as well as double channel modes
In order to enable the market success a series of requireméag&and 20 kHz) where planning constraints enable for such fa-
have to be fulfilled. Most of them were adopted by the IT\ility resulting in larger capacity. The trade-off between capacity
[5] and were carefully considered when developing the systeand ruggedness to noise, multipath spread and Doppler spread
specification. can be defined by the constellation, code rate and the OFDM
« The system is fully compatible with the ITU channemode. Considering all parameters a typical data rate in 9/10 kHz
Spacing and RF bandwidth. In medium wave the Chanr@]annels is 20-24 kblt/S, the maximum data rate in 20 kHz is
grid in ITU region 1 and 3 is 9 kHz, in region 2 it is 72 kbit/s. More detailed parameters are explained in the refering
10 kHz whereas in short wave the spacing is 5 kHz witpections.
10 kHz bandwidth world-wide.
» Tokeep the investment for broadcasters moderate, existiig System Architecture

modern transmitters are re-usable and expandable Withre pri system is sketched in Fig. 1 which describes the
digital modulators_. . , _ general flow of information on the encoding side.

It should be possible to build low cost receivers with 1o, 4 tor audio or data services are source encoded or pre-
power consumption to enable a fast mar.ket. penetratigi o ged. For adaption to the transmission capacity and the pro-
world-wide. Therefore the system complexity is an IMPOI5ram content (audio or speech) different audio encoders, namely

A. Requirements for System Development

tant factor. AAC (Advanced Audio Coding), CELP (Code Excited Linear
Additional features are supported to facilitate the introductigprediction) and HVXC (Harmonic Vector eXcitation Coding),
of the DRM system: are available. They are all included in the MPEG-4 standard.

« Single frequency networks (SFN) are an important featui® reach FM-like sound quality the AAC is extended by SBR
in digital broadcast systems to reach a high spectral effSpectral Band Replication), an enhancement tool, which uses
ciency. information of the spectral envelope of the audio signal to en-

« Some frequency bands below 30 MHz suffer from drdarge the audio bandwidth.
matic changing reception conditions. To cope with this sit- The two information channels FAC (Fast access channel) and
uation alternative frequencies, used by receivers to switBbC (Service description channel) carry information about the
to and from, can be used. configuration, that means how the receiver has to decode the

« To facilitate broadcasters with only few frequencies thgignal, as well as service information like the label and alterna-
transition from analogue to digital transmission, simultive frequencies.
cast, that means the analogue and the digital signal shar&or channel coding a Multilevel Coding (MLC) scheme is
one channel with 9 or 10 kHz bandwidth, is possible. used in combination with a 16- or 64-QAM modulation and

 For the gradual transition from AM to digital a multicastwo different depth for the interleaver. Unequal error protection
scenario is also feasible. Multicast means the analog(i¢EP) and hierarchical modulation are supported.
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Fig. 2. DRM receiver architecture.
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Together with reference pilots for channel estimation and
synchronization the OFDM signal is built. Caused by the
different propagation conditions throughout the frequencies
below 30 MHz, four different OFDM modes are supported. Fig. 3. Wave propagation in the AM bands.

For the receiver the signal flow has to be mirrored as shown
in Fig. 2. The analogue frontend receives the signal including TABLE |
all channel impairment with the antenna. DRM CHANNEL MODEL 5

Some of the synchronization algorithms work in time and

some in frequency domain. Also channel estimation is per- parameter path 1 | path2
formed after the OFDM demodulation. Channel decoding and delay 7, Oms | 4ms
source decoding are done with the equalised signal. path gain a;, (rms) 1 1

Doppler shift Dy, OHz | OHz
Doppler spread Dy, , | 2Hz | 2Hz

IV. TRANSMISSION CHANNEL

Digital Radio Mondiale will be applied in the AM-Bands. The
AM-band frequencies used for broadcasting contain [2]

« the low frequency band (LF, long wave) from 148.5 t(yvherean is the attenuation of the-th path;7,, describes the
283.5 kHz, in region 1 only ' delay of the respective path. The time variant tap weigh(s)

« the medium frequency band (MF, medium wave) frorfid" be described by a complex-valued stationary Gaussian
526.5 to 1606.5 kHz. in ITU regioné 1 and 2 and from 52Endom process. The time variant behavior of each tap weight

to 1705 kHz in ITU region 2 is characterized by its power density spectrum (PDS). From [6]
* the high frequency bands (HF, short wave) from 2.3 mHthe PDS of thex-th path can be modeled as
to 27 MHz world-wide. S(ra: f) L -(=Dann)/2ei, )

Inlong- and medium wave one can often observe only ground

" V2modan
wave propag.anon represented by the AWGN (additive Wh'WhereDshm represents the Doppler shift of theth path. The

. . . ) Oﬁ%ppler Spread of the-th path is defined via the standard de-
ever, reflections at the ionosphere occur. The ionosphere is com-. . ]
posed of several layers (D, E, F), which reflect, absorb or a/tlgtlon Tan i (1)

tenuate waves depending on their wavelength. The ionosphere Depn =204n. (2)
structure varies widely over the earth’s surface. There is also .
dependence on season and solar activity determined by suns order to make the DRM system robust to cope with most

number. If the wave is also reflected at the earth’s surface sevé%pstm'.sséqg cha;mel; n thef 'tAhM bantcrif,ha lot tc)) f field mga(;suret-
reflections can occur as shown in Fig. 3 resulting in a multipa ents In ditrerent regions ot the earth have been carried out.

channel ne outcome of these measurements is a set of channels, which

The movement of the ionospheric layers causes Doppler si']?ftSpeC'f'ed in the annex of [2]. These channels were used for
aReéformance evaluation of the DRM system. The maximum ex-

: ) : . _..nected Doppler spread and delay spread are important parame-
Gaussian shape for HF-Doppler spreadis agood approxmatltBﬂr.S in the design of the DRM system. As an example Table |

HF ionospheric channels are nonstationary in both frequen . .
P y d ghows the DRM channel 5, which represents a severe transmis-
%i%? channelin the high frequency bands due to its large Doppler

nels (say, 10 kHz) and sufficiently short time (say, 10 minute i delay spread.

most channels are nearly stationary and can be adequately
resented by a stationary model{6Dne suitable model is the

wide sense stationary uncorrelated scattering (WSSUS) model.
Using the WSSUS model the instantaneous channel impulse reThe DRM multiplex has to meet different requirements. On

V. MULTIPLEX

sponse can be written as [7] the one hand a fast service selection in the whole frequency
range should be possible, on the other hand a lot of informa-

h(r;t) = Z anCn ()0(T — 1), tion associated with the program has to be transmitted. Con-

n sequently three logical channels are introduced in the multi-

plex. The Main Service Channel (MSC), the Service Descrip-
1Exceptions are typical for sunrise and sunset. tion Channel (SDC) and the Fast Access Channel (FAC).
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Service IABC3| IABCB ABC | IABC3‘ |ABC3| ABC TABLE I
(English) | | (Mandarin)| - |(Data uppl) (English) in)] - |(ata sppl) DRM TRANSMISSION MODES
parameter DRM mode
sean Al 8] <]
Fig. 4. Two examples of MSC configuration. Ty (ms) 24|2113]142/3 9173
Te (ms) 223 513 5113|7173
Sn0 FFT Size N 288 256 176 | 112
data add . used carriers 26| 206| 138| 88
. . signal
S/P| o [Modulator| _ |N-IDFT | Guard| | D/A|— (in 10 kHz channel)
(] ] Int.
SnN-1 transmitted OFDM signal must be sampled with the sampling

timet, = 1/B = 1/NAF. This leads to an OFDM symbol
durationTy = NAt = 1/AF. The samples of the discrete
time transmit signas,, ; are calculated as follows:

Fig. 5. Structure of an OFDM transmitter.

A. Main Service Channel

N-1
The MSC has the highest capacity and contains the data for s, ; _L > S el CTMNF with — 00 < n < oo;
a maximum of four streams with audio or data content. The N k=0
services (audio programs and data applications) are mapped 0<:< N —1 3)

to these streams. This structure allows for different service

. . Where S,, ;. are the subcarrier modulation symbols inside a
pointing to the same stream and the other way round. Fig. i : .
) . single OFDM block. It is worth noting that the complex base-
shows an example before and after a reconfiguration.

band OFDM signa,, ; is in fact nothing else than the inverse
discrete Fourier transform (IDFT) @Y input symbolsS,, ;.

_ i ) ) In order to avoid distortions from multipath fading channels,
The FAC contains all information which are helpful for serthe OFDM signal is cyclically extended by a guard timelgf.

vice selection when the receiver scans the frequency bands. Nag result, multipath signals with delays smaller than the guard
two parts of the FAC consists of the channel parameters as Sp@fe cannot cause ISI (inter symbol interference).

trum occupancy and constellation of the modulation and the sergecause of the difficult propagation conditions in the fre-

vice parameters as a 24 bit service identifier. The FAC withiguency bands below 30 MHz a set of different OFDM modes is
one transmission frame (400 ms) consists of 64 bits includiR@ecified in order to cope with different transmission channels.
the channel parameters and the most important service parafigs related OFDM symbol parameters are shown in Table II. It

B. Fast Access Channel

ters. can be seen that only for mode B the IDFT can be replaced by
) o a classical power of 2 FFT. For all other modes a prime factor
C. Service Description Channel FET is used.

The SDC includes the information how the MSC has to be The different OFDM modes vary in kind of robustness. Mode
decoded as well as the attributes of the service. These attribuias applied for transmissions over Gaussian channels or chan-
consists of alternative frequencies, service label, frequenogls with minor fading, which are typical for ground-wave trans-
schedule etc. The capacity of the SDC is dependent on differemissions (medium wave, long wave). The other modes can all
parameters as spectrum occupancy and robustness modecape with more time and frequency selective channels, which
consists of two respectively three OFDM symbols in onare typical for sky-wave transmissions (short wave and medium
transmission super frame (1200 ms). The content of the SDGniave at night). Comparing mode C with mode B it can be stated

divided into data entities with variable size. that both have the same robustness against delay spread because
of their identical guard interval lengths, but mode C has a higher
VI. TRANSMISSION STRUCTURE robustness against Doppler spread because of a stipri€df

The DRM system is based on the OFDM transmissi course, for a given bandwidfB the possible data rate with mode

R ; :
i . o .. C is lower than the possible data rate with mode B. Mode D has
technique. The basic principles of the OFDM transmlssqﬂe greatest guard time and the shortest useful symbol length

technique have been already proposed in several publicati%s_ Therefore mode D has the highest robustness against se-

e.g., [8], [9]). A principle structure of an OFDM transmitter .
i(s gho[vv]n [in])Fig p5 Ar? OFDM signal consists of a sum o ere delay and Doppler spread of all DRM modes for the price
e .of the lowest data rate of all DRM modes. The choice of the

subcarriers which are modqlated by using phase shift key'B%st mode is an important issue for the broadcasters. In com-
(PSK) or quadrature amplitude modulation (QAM)The arison to other broadcasting applications which also rely on

individual subcarriers are spaced by the frequency dista & OEDM orinciple like DAB and DVB-T it can be stated that

AF. Considering the transmitted OFDM signal inside thFor DRM the number of subcarriers is low. As a consequence
bandwidth ofB = NAF and using the sampling theorem, the : q

of the limited channel bandwidth the subcarrier spacing equals
2DRM uses 4,16 or 64 QAM symbol constellations. approximately only 50 Hz, whereas DAB and DVB-T have a
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! transmission super frame !

!
i transmission frame
e ———————_]

signal bandwidth

SDC i)loék Fig. 7. Pilot pattern for DRM mode B.

symbols containing FAC and data cells

TABLE Il

\Q - GAIN REFERENCECELLS
symbols containing data cells
DRM mode | po [SC] | Dy [SC] | D; [OFDM symbols]
. symbols containing SDC cells A 20 4 5
. . B 2 3
Fig. 6. DRM transmission frame format.
C 4 2 2
subcarrier spacing in the range of kilohertz. The low subcarrier D 3 1 3

spacing corresponds to a relatively large OFDM symbol dura-

tion (in the range of several ms). Whereas in the most common ) )
OFDM systems the guard time is chosen tdlbe< Ty /4, the implemented mode independent. In comparison to the average

very robust mode D is characterized with a very large guard ifi2ta cells every frequency reference has a boost factbr-of
terval of almost the useful symbol duratiti . V2. ]
Fig. 6 explains the DRM transmission frame structure. It can 1€ time reference cellshave a boost factor df = V2,

be seen that each transmission super frame consists of tHR% IN contrast to the frequency reference cells they are only
transmission frames. Each transmission frame consistésof located in the first OFDM symbol of each transmission frame.

OFDM symbols. It is important to note that all OFDM sym- Their main purpose is to achieve a reliable transmission frame

bols contain always data and reference information. A compleignchronization. In addition they can also be used for frequency
OFDM reference symbol like in DAB is not available. In mordffset detection. The exact positions of the time reference cells
detail, one OFDM transmission frame contaifata cells, con- are depicted in [2]. _ _

trol cells and pilot cells The control cells consist of FAC and__ 1€ largestamount of pilot cells aifee gain reference cells

SDC as described in Section V. The SDC is repeated every trah8€se€ pilot cells are spread equally in time and frequency direc-
mission super frame. tion. Fig. 7 depicts the time frequency lattice for mode B.

The purpose of theilot cellsis twofold: on one hand they  1he gain reference cells are used mainly to get a proper es-
can be used for transmission frame, frequency and time Sg,wjate of the channel transfer function. As DRM is a coherent
chronization. On the other hand, they are used for channel E§DM transmission system a proper estimate of the channel
timation. Here we want to describe only the structure of tHgansfer function is necessary for coherent demodulation. From
pilot cells. In the following chapters it is outlined, how the pilofh€0ry itis clear that the number of pilot cells, which are nec-
cells can be exploited for the various synchronization tasks afgfary for channel estimation, depends strongly on the expected

channel estimation. The DRM system distinguishes three kind@PPIer spread and delay spread. Therefore the frequency dis-
of pilot cells tance distancg, of two neighboring pilot cells in one OFDM

symbol is correlated with thevantedrobustness of each trans-
« frequency reference cells - . : .
. - mission mode. Table Il summarizes the important issues of the
* time (transmission frame) reference cells

. gain reference cells.
» gain reference cells In order to give the transmitted pilot signal a meamdom-
Mathematically gilot cell can be expressed as . 9 edp 9 .
i2md(n k) like waveform, the phase rotatiaf(n, k) is chosen in such a
Por=0b-e T (4) way that every gain reference cell gets a unique random phase
whereb is a real valued pilot boost factarrd(n, k) denotes a rotation. Again the boost factdris chosen to be/2 for most
predefined phase rotation of the pilot cell. The inderepre- of the gain references. Only gain reference cells at the edges of
sents the OFDM symbol number inside a transmission framethe spectrum and near the DC carrier show a boost facto?.
denotes the frequency index.
The frequency reference cellsare phase continuous pilot VII. SYNCHRONIZATION

to_ne;, which are _always pr(_asent during the DRM S|gnal trans—_l_he first task of the synchronization process is to acha&ve
missions on certain subcarriers. The frequency spacing between L s .

. . ¢qarse timing synchronization It is commonly known that a
the DC carrier and the corresponding frequency reference equals

750, 2250 and 3000 Hz, respectively. If these cells are exploit\év(rjong selection of the DFT-demodulation window can lead to

for frequency estimation, the frequency estimation unit can gong ISI and has a major impact on all post DFT algorithms
q y ' q y %%r example the channel estimation). Coarse time synchroniza-

3Mode A,B: Ns = 15; Mode C:Ng = 20; Mode D: Ng = 24 tion can be achieved by calculating the correlation of parts of
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Fig. 8. Example of guard interval correlation amplitude for DRM mode B. Fig. 9. Snapshot of post DFT correlation for transmission frame
synchronization and integer frequency offset detection in DRM channel
5;SNR = 5 dB; Af; = 3; k = trial position in frequency directiom =

the guard interval with the corresponding parts at the end of tiiel position in time direction; the indices of the correlation maximum give

useful symbol. The guard interval based correlation results gfgestmate ‘;‘r’;r;ge integer frequency offset and the starting position of a

visualised for DRM mode B in Fig. 8. An estimaig of the start '

position of the DFT demodulation window is calculated by
when the correct received pilot sequence is evaluated and is low

. e for all other values. The position of the correlation maximum in
fle = ATEINAX Z r@r(i+ N, ®) frequency direction corresponds to the integral frequency offset
B A fr; the position of the correlation maximum in time direction
wherer denotes the received signal samples Akgdthe dura- corresponds to the beginning of a transmission frame. There-
tion of the guard interval in samples. The index represents fore the task otransmission frame synchronizationcan be

the trial position for the correlation window in (5). The calculafulfilled with the same method.

tion of the correlation in (5) is repeated until a sufficient accu- It should be mentioned that the three phase continuous fre-

racy is achieved. quency references could also be used for the frequency synchro-

Frequency synchronizationis the nextimportant task. A fre- nization. In this case the receiver searches only for the frequency
quency offsef\ f between the transmit signalnd the received positions of the three tones in the received sigraald compares
signal » can be introduced by inaccuracies of the receivertBe result with the expected positions of the frequency refer-
local oscillator or by the transmission channel. The frequeneyices. But due to severe frequency selective channels (which is
offsetA f can be splitinto an integral pattf; of the subcarrier a normal case in short wave) these frequency references could

nyr+Ng—1

spacing and a fractional paft fr be heavily damaged, so that the frequency synchronization re-
lying only on three frequency references might fail and might
Af=Afr+Afr. delay the whole synchronization process.

. . i After finishing the acquisition phase, the receiver switches
The fractlona_l partmtroduce; ICI[10], whereas the integral Patko the tracking phase. The tracking phase can be separated
leads to a shift of all subcarriers at the DFT output. into a timing tracking phase and a frequency tracking phase.

The frequency synchronization strategy is to establish s ‘equency tracking can be done for example by using (5) as
carrier orthogonality as fast and accurately as possible (acquisi

g L2 . ) U error signal for a digital PLL. Fine timing synchronization
tion) and then maintain orthogonality (tracking). Therefore itis;, pe achieved by using an estimate of the channel impulse

pr_eferable t? use the pre-DF_T correlation in (5) also for gem%’sponse (CIR). The optimum method for fine timing synchro-
ating an estimate of the fractional frequency oftagfty: nization is to maximize the energy of the CIR within a window

L1 fre+Ng—1 of size N¢ for all possible trial positiong,,.
Afr = 5w Angle ( > G+ N)) .
T i=, VIIl. CHANNEL ESTIMATION

In the next step the received signal samplese corrected by  Coherent modulation demands channel estimation in the re-
Afp. The integer frequency offset can be estimated by using tbeiver to make channel equalization possible. The DRM trans-
time reference cells in every first OFDM symbol of a frame anchission scheme as presented in Fig. 7 shows OFDM cells with
some neighboring pilot cells in the same symbol. To be mokaown amplitude and phase, called gain reference cells, in the
precise, one can calculate a post DFT correlation between the-dimensional time-frequency grid. It is well known that the
DFT-transformed received signal and the time reference cellsterpolation task can be split into 2 one-dimensional filters,
Fig. 9 depicts these correlation results for mode B in DRMhich work sequentially [11]. Considering the formulas for the
channel 5. It can be seen that the correlation gives a distinct psaknpling theorem for the time direction, (7) and the frequency
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0.015

direction, (6) one can deduce that for the expected channel con- I ?
oy . . : : . : H ~ imator |
ditions (for example Table 1) the interpolation has to be done ; ; - L Wnerimer 5
first in time and than in frequency direction R S S N
1

1 : : : :

< 7 ; ; ; ; H i i H
fD max = ZDtTS ( ) % 2 4 [) 8 12 14 16 18 20

10
Subcarrier k

Ts = Ty + Tg is the OFDM symbol lengthAF' = 1/Ty; the
carrier spacingl); the distance between pilot cells in time direcFig. 10. Comparison of MSE between Wiener filter and DFT-based estimator
tion andD; the distance between sampling points in frequendy channel model 5.

direction (see Table IlI). Not to violate the sampling theorem,
the maximum delay,., between the first and the last path in | Encoder C' Interleaver I
the delay spectrum of the channel must not be exceeded. Due_? | mux Mapping
to the Gaussian shape of the Doppler spread of the individual 16-QAM
paths of the channel the maximum Doppler frequefigy,ax

can be kept only approximatively.

Channel estimation can be done in frequency as well as in
time domain whereas the second method is often called DFT-
based estimator [12]. Both methods have in common that they
estimate the transfer functidii. For practical implementations
the three main criteria are performance, complexity of the algo-
rithm and the resulting delay in the receiver. The last point is
responsible for the limited possibilities for the filtering in timeFig

|| Encoder ¢’ |—| Interleaver I’ ||

.11. Multilevel encoder for 16-QAM (4-ASK).

direction.
The estimators in frequency domain are more common be- TABLE IV
cause of the availability of the signal in frequency domain so DRM CONSTELLATIONS AND CODE RATES
that no extra transformation is needed. One well known rep-
resentative is the Wiener filter which is optimum in terms of Channel Constellation | Code Rates
mean-squared error (MSE). Precondition is the knowledge of FAC |4-QAM 0.6
t_he channel cor_relatlon function at the gain reference pilot loca- SDC | 4-/16:0AM | 05
tions. So the Wiener-Hopf equation can be solved
L MSC |[16-  /64-|0.5/0.62 (16-QAM)
W=3%""0 (8)
. QAM 0.5/0.6/0.71/0.78
where®~ is the autocovariance matrix of the channel transfer
(64-QAM)

function and® is the crosscovariance matrix between the
channel transfer function and the ideal channel transfer func-
tion. The estimated channel transfer function is consequentlyrotected part of the UEP scheme can be used in a flexible
H=WT.H, (9) ratioto reach a high degree of freedom when assigning the two
parts to the multiplex. That means different protections can be

Whﬁ:ﬁ?g&;g}s g(s)tlisn):;fcﬁ?ss];?;r]::?grtrlr??ha; ;Zeispllgtgspgrs\;gggié rngached within one service as well as between different services.
y To combat transmission errors also in fading channels a cell

the frequency domain into the time domain by an IDFT. Consf?fterleaver for the MSC with the choice of two different depths

quetntl¥ tc:u_a facft that thebcharfmel polvver n t'g‘e dorga_lp LS’ COP&sides the bit interleavers of Fig. 11 is applied. Dependent on
centrated In a few number of samples can be used. faKing g predicted time-selectivity of the channel low or high in-
results from [13] one can conclude that the performance is co

illustrated in Fig. 10 for a couple of OFDM carriers. the signal is scrambled by a modulo-2 addition with a pseudo-

random binary sequence (PRBS). The different logical channels
require different error robustness resulting in various constella-
In DRM a multilevel coding (MLC) scheme is used, wherebyions and code rates as presented in Table IV. Additionally the
channel coding and modulation are jointly optimized, to reacdombination of constellation and code rate provides a large de-
optimum transmission performance. The development goal wgree of flexibility over a wide range of transmission channels.
a BER of less than0~*, which is demanded by the source de- Initially introduced in [14] and adapted to DRM [15] MLC
coder for almost undisturbed audio. This aim has to be achieveda powerful coded modulation scheme. The core of MLC is
with a decoder of low complexity at low as possible SNR valuethat more error prone bit positions in the QAM mapping get a
Additional features as unequal error protection (UEP) and Hiigher protection in channel coding. Considering for example
erarchical modulation are supported. The higher and the lovibe 16-QAM, split into its quadrature components resulting in

IX. CHANNEL CODING AND MODULATION
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Fig. 12. Partitioning of one-dimension of 16-QAM (4-ASK). Fig. 14. Principle of audio decoder
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Fig. 15. Principle of speech decoder.
Fig. 13. Multistage decoder for 16-QAM (4-ASK).

two 4-ASKs, the MLC scheme needs two parallel encoders Wi%gr?oer\ﬁézl thtgtr;:Z?V\t,iitT\Avgggn[ jt_g? Ezl\eflcﬁo;nsgg{? dr?o, 5(?(:2’
two different code rates as depicted in Fig. 11. This one-dim 9 » SP 9

. ) . . MeWqorithms were chosen. These algorithms are all part from the
sional consideration of the signal space relaxes substantial

MLC design requirements. The encodgt requires the lower EG-4 [18] standard, namely the Advanced Audio Coding

code rate which can be justified with the signal partitioning e AAC), Code Excited Linear Prediction (CELP) and Harmonic

plained below. DRM uses convolutional codes with constrainfactor eXc!tatlon Cocjmg (HVXC). AAC Is a generic audio
lengthcl — 7 as component code&’. These have the advan-COder working at a wide range of bit rates, whereas the other

X . : . two are natural speech coders suitable for low and ultra low bit
tage that one can profit easily from channel state mformatlon,[es

. . r .
(CSI) and their well known good performance. The dn‘feren?§peech and audio coding algorithms follow different princi-

code rates are obtained by puncturing the mother code. Signre\ . :
. . ; ples. Perceptual audio coders reach irrelevance and redundancy
points taken from the signal sdt = {ag, a1,...,ar—1} with

M-ary signal alphabet can be described by their address vectroer%ucnon with the help of a psychoacustic model. Thus only the

s = (20.4%,... 41-1), 20 € {0,1}, whereM = 2.1 > 1. percewgble S|gngl parts are transmltted_. Thg decode( block di-
. A . . agram is drawn in Fig. 14. After demultiplexing the bitstream
Fig. 12 shows the partitioning suited for the 4-ASK. First th% dequantized according to the content of the side information
signal set is divided into two part4(z° = 0) andA(2° = 1) d g '

then each part is divided again. Caused by the increasing ELIP-G 960-point MDCT (modified discrete cosine transform) pro-

clidean distance the protection of the levels should decrea\:getzj.eS high frequency resolut.|on,. resulting in high coding .e.ﬁl
. : : ._Cléncy for tonal and harmonic signal components. For critical
The crucial point for the performance of MLC is the appropriate S . .
: o .lime domain signal parts the TNS (temporal noise shaping) tool
choice of the code rates of the individual levels. Several design g I L
able to shape the quantization errror in time domain without

Maximum likelihood decoding of MLC is not realistic be_changlng the freqL_Jency res_olut|on. o
X . o . For speech coding algorithms the human vocal tract is sim-
cause of its huge complexity which is the reason to use multi-

stage decoding (MSD) as depicted in Fig. 13. Each stage ulated by an excitation generator and a synthesis filter bank.

ceives information of the former stage to reduce multiplicitﬁg' 15 depicts the speech decoder. The spectral envelope of

of possible signal points as well as CSI. The first stage obtaiyrpse signalis descnped with LPC (Linear P'redlct|ve Coding) pa-
rameters. The excitation generator consists of the codebooks,

a priori information only in the second iteration, which is deb taining periodic and random sianal components. Both can
picted with the dashed line. Consequently the performance ot gp g P )

the decoder can be increased with the number of iterations. ﬁeeamphﬂed independently by gain factors. Synthesis filter and

bit-wise interleaving operations between the stages allow tﬂgst filter form the output signal
: g op 9 AAC has been developed within MPEG-2 to improve the
spreading of burst errors between stages.

compression efficiency to its predecessor algorithms and to en-
able various bit- and sampling rates. Since its good technology
AAC became part of MPEG-4 with new functionality as error
Since the typical data rates within the 9/10 kHz channels a@bust coding. This format specifies a new bitstream syntax, of-
between 20 and 24 kbhit/s, the coding efficiency of the souréering higher resilience in case of error prone channels. In com-
coders have to be very high to achieve good audio quality. Bnation with UEP, as explained in Section IX, also graceful
second requirement for the source coders is that they have alegradation is achieved. To reach alignment to the DRM trans-
to work in error prone channels due to the fact, that wirelessission frames of 400 ms, as explained in Section V, a trans-
broadcast systems never obtain error free transmissions. Baeeoh length of 960 is used, corresponding to audio frames of

methods are explained in [16].

X. AuDIO CODING
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Fig. 16. Spectrum of received DRM signal.

80 ms(f., = 12 kHz) and 40 ms(f., = 24 kHz), respec- NVIS channels fall into the category of the most critical chan-
tively. Considering 5 or 10 audio frames with variable bit lengtimels as they suffer from time to time from both high delay and
a block with fixed length is build, called super audio frame. Coritigh Doppler spread and the propagation conditions vary a lot
sequently no additional synchronization is needed for the audioring 24h. Delay spreads reached typically 5 ms and some-
coding. AAC supports generic stereo, mono and joint stereo.times even 7 ms. The Doppler spread was often larger than 2 Hz.

Additionally the enhancement tool SBR (Spectral BanBurthermore some long distance transmissions over 6500 km
Replication) is used to increase the audio bandwidth of teere made showing a satisfactorily performance even for the
codec to more than 15 kHz. The concept uses the effect that kxast robust mode. Phase Il is currently looking on the long
harmonic series of the audio signal, truncated in the codec, ¢arm performance of typical broadcast links for proving that
be extended based on the relation between lowband and hitfte quality of service is sufficiently stable during the HF plan-
band components. Thus only information about the spectrahg seasons of 6 months. The tests have been made with first
envelope of the highband has to be transmitted to reconstrpobtotype equipment. The transmitted sequence of signals cov-
the highband in the decoder. AAC and CELP can profit frorared various signals for channel sounding, digital modulation
SBR at low bit rates. and AM modulated signals for reference purposes and lasted 30

The MPEG CELP speech coder is offered to allow reasominutes. A measured link was always tested at least with one
able speech quality at low bit rates (see Table V). Therefoirequency at the same period of the day with repetitions over a
two major advantages can be seen. First, speech applicatatiwhsle week. The results are generally looking very promising
with two or three languages can be simultaneous transmitted,far although some difficult links need optimising with SFNs
which is of great interest in international broadcasting. Secorat,alternative frequencies. During an exhibition in August 2001
if the available bit rate is low because of simulcast transmissianBerlin live demonstrations on medium and short wave even
or extremely bad channel conditions, the CELP coding is thidth mobile reception could be succesfully shown.
preferred candidate. The two used versions of the CELP coderfrig. 16 shows the received spectrum of a digital signal on
namely wideband and narrowband, provide scalability in bitraghort wave with some adjacent analogue signals. Due to the
and bandwidth. The audio bandwidth is 100 to 3800 Hz and S@arp drop off at the edges of the digital spectrum the channel
to 7000 Hz, respectively. bandwidth can be used much more efficiently.

The third algorithm, the HVXC opens up new applications for During the system development a lot of simulations and labra-
DRM as multilanguage services and cheap storage possibilitiesy test were performed to optimize the system for different
of radio programs in Flash memory. For robust decoding in errdnannel characteristics. Fig. 17 gives an overview about the data
prone channels a new error concealment tool consisting of CRaes for one service in the MSC in dependency of the SNR to

and intra-frame interleaving was defined. achieve a BER less thaif—*. The curves represent the two ro-
bustness modes A and B inthe channels 1 and 5. The simulations
Xl. FIELD TESTS AND SYSTEM PERFORMANCE were done for a channel bandwidth of 10 kHz with different

Hﬁ;\é‘lsmssion parameteres for the code rate and the constellation

The field tests have been scheduled in several phases. W )
&se(?e Section V).

the first phase was focused on verifying that the used chan
models were realistic and representative for typical broadcast
channels phase Il was looking at the system performance on
the defined modes. This phase also included tests in EcuadoSignificantly improved audio quality in existing channel

with near vertical incidence for sky wave (NVIS) propagatiorbandwidth, whereas smaller and larger bandwidths are also

XIl. SUMMARY AND OUTLOOK
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Fig.17. Datarate faBER = 10—* dependent on channel characteristics and [10]
transmission parameters.

[11]
supported, combined with the possibility of huge coverage

areas with few transmitters, a new chapter of national an?llz]
international broadcasting will start. In this article an intro-
duction to the DRM system is given. This article contributes

to the understanding of the algorithms used in receivers. First3l]
prototype receivers are available and live demonstrations can

be admired at several consumer shows. [14]
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