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ABSTRACT

Parametric stereo coding in combination with an efficient coder for the underlying monaural audio signal results in
the most efficient coding scheme for stereo signals at very low bit rates available today. While techniques for lateral
localization have been studied since early intensity stereo coding tools, synthesis of stereophonic ambience was only
recently applied in parametric stereo coding systems. This paper studies different techniques for synthetic ambience
generation in the context of parametric stereo coding systems and discusses their mono-compatibility. Implementations
of these techniques in combination with mp3PRO and aacPlus are presented together with experimental results.

1 INTRODUCTION

Parametric stereo (PS) coding has recently proven to be
a vital component in state-of-the-art audio coders, as it
considerably enhances the performance for stereo coding
at low and medium bit rates. Here, the term “parametric
stereo” denotes a system that reconstructs a 2-channel
stereo signal from a full bandwidth mono signal and so-

called stereo parameters. In a complete PS coding sys-
tem, the underlying mono signal is conveyed using a
state-of-the-art audio coder, and the stereo parameters
are added as side information to the bit stream.

Techniques for joint stereo coding [1, Section 11.2.8]
have long been used in audio coding systems like those
standardized in MPEG-1 [2] and MPEG-2 [3]. While
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mid/side (M/S) coding still requires the transmission of
two signals, intensity stereo (IS) can be seen as a para-
metric stereo technique. However, IS only permits to
control lateral localization of a sound, using a parameter
that acts similar to the “pan-pot” on a mixing desk, while
it fails to re-create stereophonic ambience that might
have been present in the original signal. Furthermore,
IS is typically only used for high frequency range, com-
bined with normal stereo coding for the remaining low
frequency range.

Techniques to create a pseudo-stereo signal from a mono
signal have long been known and can employ e.g. simple
phase shifting techniques [4]. Also room acoustic simu-
lations or (stereo) reverberation systems [5] can convert a
mono into a stereo signal. Such techniques, however, sig-
nificantly influence signal properties like the perceived
room size. By integrating pseudo-stereo generation tech-
niques in the decoder of a parametric stereo coding sys-
tem, it is now possible to re-create also stereophonic am-
bience. Different from normal pseudo-stereo systems,
the amount and nature of the ambience synthesized in
the decoder is controlled by additional parameters that
are estimated in the encoder and conveyed as side infor-
mation. This approach makes it possible to reproduce
the characteristics of the ambience present in the original
signal. The mp3PRO coding system [6] released in 2001
was the first coding system to implement a very simple
version of a synthetic ambience parametric stereo coding
technique.

Since then, there has been much progress in parametric
stereo coding in general and synthetic ambience genera-
tion for such systems in particular. Coding systems uti-
lizing parametric stereo are now deployed in commercial
systems, like Digital Radio Mondiale (DRM) [7], and
the specification of an efficient low complexity paramet-
ric stereo coding tool [8] was recently finalized as a part
of the MPEG-4 standard [9].

This paper illuminates aspects of how to reproduce, from
a mono (downmixed) signal, an appropriate stereophonic
ambience, that is, the uncorrelated components of the left
and right channel. The need of such inter-channel decor-
relation in PS systems has been acknowledged also by
other recent publications, like [10]. However, appropri-
ate methods for generating such a decorrelated “synthetic
ambience” signal have received little attention until now.
In this paper, we will provide a survey of applicable tech-
niques and present the design of efficient synthetic am-
bience generators specifically developed for parametric

stereo coding.

This paper will mainly focus on PS as an enhancement
to aacPlus, the combination of Spectral Band Replica-
tion (SBR) and Advanced Audio Coding (AAC) that
was standardized by MPEG in 2003 as “High Efficiency
AAC” (HE-AAC) [11]. The combination of PS with
aacPlus is referred to as “enhanced aacPlus.” Specific
technical advantages of this combination as well as fur-
ther details on stereo parameters and integration aspects
are presented in [8]. More details about the stereo pa-
rameter processing can be found in [12].

The structure of this paper is as follows. Section 2 out-
lines the main principles of PS coding. In Section 3, mo-
tivation of and background to the problem of synthetic
ambience, i.e., stereo decorrelation, are given. This is
followed by a detailed discussion of decorrelator design
aspects. Section 4 presents existing PS systems and the
integration of decorrelation tools in enhanced aacPlus.
Finally, conclusions are drawn in Section 5.

2 THE PARAMETRIC STEREO CODING
PARADIGM

2.1 Overview

PS coding is based on perceptual inter-channel redun-
dancy and takes it much further than other joint stereo
coding methods such as e.g. mid/side (M/S) coding [1,
Section 11.2.8]. In M/S coding, the left and right chan-
nels are matrixed into mid and side channels, primarily to
profit from the sometimes significantly lower side chan-
nel energy. Those large energy differences can often be
observed for only certain frequency bands, which also
can be exploited. Similar to the mid signal in M/S cod-
ing, also PS coding transmits a (downmixed) mono core
signal that does not include stereo information. However,
different from M/S coding, where also the side signal
carrying the stereo information is transmitted, PS coding
reduces this stereo information to a concise parameteric
respresentation.

As an example of the quality gain possible by PS cod-
ing at a given bit rate, it can be compared to traditional
left-right (“dual mono”) stereo coding where both chan-
nels each get 50% of the available bit rate. If the stereo
parameters in PS coding uses 10% of the total bit rate,
while letting the mono core coder have the remaining
90%, the mono coder will thus have a 80% higher bit
rate available compared to left-right stereo coding. Even
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though M/S coding can be more efficient than left-right
coding, also compared to M/S coding there is usually a
considerable quality gain of the mono core signal when
using PS. For higher bit rates though, when the quality of
the mono coder approaches perceptual transparency, the
overall quality of a PS-based coder can suffer more from
imperfections in the PS stereo reconstruction than from
coding artifacts in the mono core.

Figure 1 depicts the signal flow of a PS-based encoder
from a top level view and shows how PS is combined
with an arbitrary audio coder operating in mono. The
mono compatibility is clearly illustrated here as the mono
encoded core bit stream is not affected by the stereo pa-
rameter extraction and the PS bit stream. When decod-
ing a bit stream containing PS information as in Figure 2,
the mono core is decoded separately and independently
from all parts of the PS information. Hence, any decoder
not supporting PS will be able to sucessfully decode the
mono bit stream. This behavior requires an appropri-
ate bit stream syntax that allows such extension formats.
This is the case with aacPlus [11].
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Figure 1: PS integration into a mono encoder.
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Figure 2: PS integration into a mono decoder.

2.2 QMF bank

Essential parts of the PS system are the time-to-
frequency (t/f) and frequency-to-time (f/t) transforms re-

Band Frequency range Bandwidth
0 0–86 Hz 86 Hz
1 86–172 Hz 86 Hz
2 172–258 Hz 86 Hz
3 258–345 Hz 86 Hz
4 345–517 Hz 172 Hz
5 517–689 Hz 172 Hz
6 689–861 Hz 172 Hz
7 861–1034 Hz 172 Hz
8–68 1034–22050 Hz 345 Hz

Table 1: Frequency resolution of the hybrid filter-bank for baseline
configuration. Figures are based on 44.1 kHz sampling rate.

quired to enable frequency-selective processing. Exper-
iments have shown that the complex-exponential modu-
lated (Pseudo) Quadrature Mirror Filter (QMF) bank is
very well suited for PS. A more detailed introduction of
using the QMF bank as a flexible signal modifier can be
found in [13]. The QMF bank used in aacPlus is a 64
channel complex-valued filter-bank with near alias-free
behavior even when altering the gains of neighboring
subbands excessively, which is a fundamental require-
ment for use as t/f transform in a PS system. Also the
fact that the QMF is the native filter-bank in aacPlus is
important. In the enhanced aacPlus decoder, the re-use
of this aacPlus framework enables significant savings in
computational complexity, which make it possible for a
decoder utilizing PS to stay within the same complexity
range as a normal stereo decoder.

The 64 channel QMF bank offers linearly spaced fre-
quency bands, hence the effective bandwidth for a sam-
pling rate of 44.1 kHz is approximately 345 Hz per fre-
quency band. This frequency resolution is far lower than
suggested bandwidth scales, like the Equivalent Rectan-
gular Bandwidth (ERB) scale, that are more relevant to
auditory perception [8]. This motivates the introduction
of a hybrid filter-bank structure, comprising additional
sub-band filtering for the lower QMF bands. The com-
plete hybrid filter-bank presented in [8] achieves effec-
tive bandwidths of approximately 86 Hz for the lowest
bands up to the inherent 345 Hz for the upper bands. In
Table 1, the frequency division of the baseline configura-
tion hybrid filter-bank is shown, as defined for the MPEG
PS tool [9]. In addition, the MPEG PS tool also provides
an advanced hybrid filter-bank with an even higher fre-
quency resolution offering in total 75 bands.
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3 GENERATION OF SYNTHETIC AMBIENCE

3.1 Motivation

Typical parameters used for describing stereo image
properties are inter-channel intensity difference (IID)
and inter-channel time difference (ITD), where ITD also
could be substituted by the inter-channel phase differ-
ence (IPD) for a multi-band representation. The ba-
sic principles for analysis and synthesis of those inter-
channel properties are rather uncomplicated. For the spe-
cial case of stereo signals only containing static stereo
information in terms of full-bandwith IID and ITD,
nearly perfect reconstruction of the stereo signal can be
achieved, assuming that parameter quantization is fine
enough.

There is reason to believe that these parameters are not
sufficient to complete the parameterized representation
of the spatial scene. This motivates the introduction of an
inter-channel coherence (IC) parameter. Unlike the IID
and ITD parameters, IC does not have the same obvious
relation between analysis and synthesis. For the above
mentioned special case with full-bandwith static stereo
information but including IC only, reconstruction of the
side signal (in an M/S sense) is generally not possible at
all. However, from a human perception point of view, the
impression of spatial width due to low inter-channel co-
herence can be approximated by decorrelation methods
as discussed in this paper.

Various decorrelation methods are based on very simpli-
fied models of real signal situations. Consider the single
source case as an acoustical model containing one source
x(t) and a coincident stereo microphone delivering the
signall(t), r(t) in a room or other acoustic environment:

l(t) = gl x(t)+hl (t)∗x(t) (1)

r(t) = grx(t)+hr(t)∗x(t) (2)

where∗ denotes convolution. Here,gl andgr describe
the different amplitudes due to the directional character-
istics of the stereo microphone. The functionshl (t) and
hr(t) are the room impulse response functions describing
all non-direct sound, i.e., both early and late reflections
and the reverberation in the room.

From the microphone signals, a downmixed mono signal
m(t) can be derived e.g. as follows:

m(t) = (gl +gr)x(t)+(hl (t)+hr(t))∗x(t) (3)

Given this mono signalm(t), a stereo signall ′(t), r ′(t)
can be synthesized in order to approximate the original
microphone signal:

l ′(t) = g′l m(t)+g′dlhd(t)∗m(t) (4)

r ′(t) = g′rm(t)−g′drhd(t)∗m(t) (5)

Here,g′l andg′r are used to re-create the original level bal-
ance between the left and right channel as determined in
the encoder.g′dl andg′dr control the level of the decorre-
lated signal in left and right channel, respectively. These
gain values are determined by a decorrelation estimator
in the encoder.

To reconstruct the stereo ambience, a decorrelation pro-
cess using a filter with the impulse responsehd(t) is ap-
plied to the downmixed signalm(t). As can be seen in
Equation 3,m(t) already contains both the left and right
part of the reverberated signal. To decompose those two
signals would be fairly complicated and is out of scope
for this paper. Instead the signal is decorrelated in a more
general way and added to both synthesized channels but
with opposite sign (Equations 4, 5). The signalm(t),
which is the input to the decorrelation process, of course
also contains the direct source signalx(t). Unfortunately,
this is not desirable for ambience generation. However,
in this context, it should be noted that both the direct sig-
nal gainsg′l , g′r as well as the decorrelation gainsg′dl ,
g′dr are time- and frequency-dependent. Hence, assum-
ing that each region in the time-frequency plane is dom-
inated either by the direct signal or by the decorrelated
signal, appropriate control of the gain factorsg′ allows
to minimize this effect.

If complex material containing multiple sources is con-
sidered, the simplified signal model above does not ap-
ply anymore. Multiple source materials including mod-
ern sound mixes, i.e., mixes featuring an artificial acous-
tical stage, do not have the same inherit separation of
direct source and ambience. Instead of modeling such
signals, it is suggested to study the inter-aural properties
of human perception for arbitrary signals. It is believed
that when too many independent sources are presented as
binaural information in a limited frequency region, hu-
man perception cannot distinguish between the spatial
properties of the different sources. Thereupon, a gen-
eral stereo decorrelator without other a priori informa-
tion could generate a similar spatial impression for such
exposed frequency regions.
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ENGDEGÅRD ET AL. SYNTHETIC AMBIENCE IN PARAMETRIC STEREO CODING

3.2 Known decorrelation solutions

There are a couple of methods available for creation of
decorrelated signals. Ideally, a linear time invariant (LTI)
function with all-pass frequency response is desired. One
obvious method for achieving this is by using a constant
delay, which is the approach for the pseudo-stereo tool in
mp3PRO [6]. This pseudo-stereo tool, usually referred to
as “low complexity stereo,” is intended for very low bit
rates and is a native part of the mp3PRO format. Simi-
lar techniques can be found in an AES paper as early as
1957 [4]. However, using a delay, or any other LTI all-
pass functions, will result in non-all-pass response after
adding the non-processed signal. In the case of a delay,
the result will be a typical comb-filter. The comb-filter
often gives an undesirable “metallic” sound that, even if
the stereo widening effect can be efficient, reduces much
naturalness of the original. In mp3PRO, above problem
is addressed by using a filter to shape the spectrum of the
side signal in a manner that the comb-filter effect will
be perceptually less harmful. This filter has large atten-
uation for lower frequencies (under approximately 300
Hz) and also a negative slope for the higher frequencies.
Since the level of the decorrelation signal is conveyed
in the mp3PRO bit stream as only one parameter with
no frequency selectivity, the filter is a necessary com-
promise. A major difficulty with this “one frequency
band” decorrelation parameter is the estimation in the
encoder. The typical case of such problem are speech-
music transitions, where the music benefits from decor-
relation while e.g. the overlayed speech clearly suffers
from it. In the mp3PRO encoder, these cases are taken
care of by a dedicated detector. For a multi-band sys-
tem however, decorrelation parameter extraction could
be trivial using straight-forward cross-correlation esti-
mates.

In Figure 3 a typical implementation of a stereo decor-
relator based on a simplified version of Equations 4, 5 is
shown. Here, a pseudo-stereo signal is created by adding
the original mono signal processed by the transfer func-
tion Hd(z) to the original. In the figure,g′ denotes the
gain for the mono signal andg′d denotes the gain of the
decorrelated signal. This figure depicts the typical con-
cept of the low complexity stereo tool in mp3PRO, where
Hd(z) corresponds to a delay and the gain,g′d is con-
trolled by a width parameter, which is conveyed in the
bit stream. Assumingg′ = 1, the figure also nicely shows
the mono-compatibility of this approach.

For the single delay solution, an important design pa-
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Figure 3: The basic principle of a stereo decorrelator.

rameter is the delay length. A too short delay might
lead to perceived smaller stereo width and worse comb-
filter problems, while a too long delay introduces audible
echoes in case of transients in the original signal. A pos-
sible alternative is to choose a delay length which satis-
fies typical auditory time constants at different frequency
bands, hence a delay length that decreases with increas-
ing frequency. If the delay decreases linearly with fre-
quency, the resulting transfer function of such a delay
would have the impulse response of a chirp signal [14].
The chirp approach certainly helps, since it does not
introduce the in frequency linearly spaced notches and
nodes as is characteristic for a comb-filter. However, it
also introduces other artifacts e.g. due to the somewhat
funny transient response which in extreme cases actually
can be perceived as a chirp.

For more advanced functions as decorrelation methods,
one could study the art of simulating reverberation us-
ing LTI systems such as IIR or FIR filters [5]. Typi-
cal properties of a well-designed artificial reverberator
are high resonance density with not too regular reso-
nances/notches along the frequency axis, and a diffuse
impulse response that is noise-like and with no repetitive
pulses. These design aspects are indeed also very rele-
vant for the design of a stereo decorrelator. More about
artificial reverberators can be found in Sections 3.3 and
3.4.

The decorrelation methods discussed above all operate
on time domain signals or on sub-samples produced by
a very short t/f transform, as e.g. the 64 band QMF. If a
long t/f transform is used, applying delay based decor-
relation gets more difficult. An obvious, but surely not
from a complexity point of view beneficial, solution is
to perform decorrelation in the time domain and subse-
quently make a separate t/f transform for the decorrelated
signal. It would however be considerably more efficient
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to implement the decorrelator as a frequency domain pro-
cess. Such an optimization was proposed in [15], but
might have a slight effect on the perceptual quality.

Another example of frequency domain decorrelation is
suggested by Faller and Baumgarte (2003) [16]. A ran-
dom sequence was added to the IID values along the fre-
quency axis, where different sequences were used for
the different audio channels, i.e., left and right. It was
possible to apply the random sequence and still preserve
the main IID properties, as the frequency domain repre-
sentation offered high frequency resolution. Overlapping
DFTs with a size of 1024 were typically used which en-
ables modifications of several DFT bins within one fre-
quency band that corresponds to one stereo parameter,
where such frequency bands normally have a size that is
similar to critical bands as known from psychoacoustics.

One problem with frequency domain decorrelation by
the random sequence modifications is the introduction of
pre-echoes. Subjective tests have shown that for non-
stationary signals, pre-echoes are by far more annoying
than post-echoes, which is also well supported by estab-
lished psycho acoustical principles. This problem could
be reduced by dynamically adapting transform sizes to
the signal characteristics in terms of transient content.
However, switching transform sizes is always a hard (i.e.,
binary) decision that affects the full signal bandwidth and
that can be difficult to accomplish in a robust manner.

3.3 Artificial reverberators

Throughout history of audio engineering, designing arti-
ficial reverberators has always been one of the most de-
bated topics that rarely lacks attention. For true acousti-
cal modeling and for purists, the actual impulse response
of the room is desired in order to make a filter realization
based on a long FIR filter. For any real-time application,
this method is generally considered as extremely expen-
sive, as the impulse response usually extends to several
seconds. Therefore, practical artificial reverberation de-
sign usually requires an IIR filter based approach. Hence,
it is not surprising that research in this field in the recent
decades has to a large extent focused on how to get down
complexity while preserving quality.

Elemental modeling of room acoustics uses sets of
parallel connected delay loops, also known as comb-
filters, where every loop unit could correspond to a one-
dimensional resonance mode in the room. In such struc-
ture, the modal density of the reverberator will increase

with the number of parallel comb-filter links added, as-
suming that the delay line lengths are wisely chosen.
M. R. Schroeder (1961) [17] suggested using all-pass
filters instead of comb-filters in order to achieve “color-
less” artificial reverberation. Further research led to a va-
riety of combinations of all-pass and comb-filters, where
shorter all-pass filters often were used to improve echo
density [5]. Modern research in this field tends to pre-
fer feedback delay networks (FDN) as framework to de-
scribe such systems, where FDN allows a more generic
notation for delay networks using matrix algebra.

The behavior of those reverberation simulating filter net-
works described here, has much in common with real
room acoustics. Due to the delay feedback structure of
such filters, a build-up phase and a decay phase can be
clearly identified. During the build-up phase the echo
density is constantly increasing as the output from the
different delay loops combine and the all-pass filters start
multiplying echoes. This can be a problem if high echo
density is needed at an early stage. If an FIR filter is not
an option e.g. as a complement, the delay line lengths of
the IIR filter have to be scaled down. Normally, it is not
trivial to do so, at least not while preserving quality. One
obvious reason is the fact that delay line lengths prefer-
ably are chosen as mutually prime numbers. An efficient
solution to this problem is discussed in Section 3.4.

A conclusion that is still valid today is the necessity to
use a large number of comb-filters and/or all-pass fil-
ters to achieve satisfactory modal and echo density. This
might appear a bit contradictory to the design criteria and
constrains of the stereo decorrelator discussed in this pa-
per. Yet, the primary goals are in common, as to achieve
maximal modal and echo density by a minimal complex
design.

3.4 The all-pass (IIR) approach

Due to the fact that design constrains, in terms of com-
putational complexity and memory requirements, prac-
tically always are present, the IIR filter is the only rea-
sonable approach if the desired reverberation time cor-
responds to a larger number of samples. The special
case of realizing such an implementation within a filter-
bank gives certain advantages even though some disad-
vantages are obvious. The QMF bank used here is, be-
cause of its complex valued structure, oversampled by a
factor two. This naturally implies a complexity increase
of the same factor, both computational and memory wise.
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However, complexity can be reduced by introducing a
bandwidth limitation of the decorrelation process. This
is easily achieved when operating within the QMF bank
by just processing up to the bandwidth limitation, leav-
ing the upper QMF bands unprocessed. This is further
discussed in Section 3.6. One could easily imagine that
e.g. discarding a few kHz in the upper region of a 44.1
or 48 kHz sampled signal would be a reasonable compro-
mise also from a quality point of view. Furthermore, pro-
cessing the different QMF frequency bands individually
and totally independently, opens up many new, probably
not much exploited, possibilities to perform the rever-
beration process frequency dependent. Applying a decay
time that decreases with higher frequencies can be a vital
part of a time domain reverberation system. The corre-
sponding functionality in a QMF bank is implemented by
the quite straight-forward method of using different de-
cay coefficients in the different QMF frequency bands.

Choosing delay line lengths is one of the most crucial
parts in reverberator design. Best results are usually ob-
tained by using lengths that are large numbers and are
mutually prime. This is a problem in the QMF domain
because of insufficient time resolution. The sub-samples
in the QMF domain are the result of 64 times subsam-
pling, hence for a 44.1 kHz original signal, a sample pe-
riod T of approximately 1.5 ms is obtained within the
filter-bank. To access finer time resolution, delay by frac-
tions of the sampling interval has to be considered. Frac-
tional delay can easily be approximated by rotating the
phase of the complex (approximately analytical) QMF
sub-band signals by the angle that corresponds to the de-
sirable fraction of a sample at the center frequency of the
QMF band in question. The delay fraction,δ is defined
as the fraction of a QMF sub-sample. Hence, if a delay
time of τ is desired the delay fraction,δ is calculated as:

δ =
τ

T
(6)

where T denotes the sample period of the QMF sub-
band signals. Because of the cyclical properties of the
phase rotation,δ should only be defined within the range
[−0.5,0.5].

For a givenδ , the phase rotation for theN QMF bands
are below defined by the phase vectorα:

αk = δπ(k+0.5) (7)

wherek is the QMF band index,k = 0,1, ...,N− 1 and
hence the complex samplesxk should be rotated accord-
ing to:

x′k = xke
iαk (8)

This fractional delay implementation using the QMF
bank only gives a rough approximation of a delayed sig-
nal. Admittedly, any fractional delayed signal is an ap-
proximation, since an exact version would always spread
in time from−∞ to ∞. This results in a somewhat time-
smeared signal coming out from the fractional delay. In-
terestingly, this can be a positive effect for an artificial
reverberator striving for a more diffuse time response.

In Figure 4, the resulting impulse response and spectrum
are plotted for such a decorrelation process that uses a
set of all-pass filter in the QMF bands. The responses
of two alternative systems are shown, one with and one
without fractional delays. In both time plots the impulse
occurs att = 0. In the time plot for the system without
fractional delay, the individual echoes can clearly been
identified. In the fractional delay case however, the im-
pulse response appears to be more noise-like, which also
is indicated by its power spectrum plot. It can be noted
that the impulse response of the fractional delay system
has the typical appearance of the impulse response of a
reverberator, as it decays with increasing echo density.
The non-fractional delay system achieves only a lim-
ited echo density since its echoes are quantized in time
to QMF sub-samples. Apparently, the fractional delay
works most efficiently as it significantly improves both
time and frequency behavior in terms of echo and modal
density, respectively. This quality improvement provided
by the fractional delay has also been confirm by subjec-
tive listening impressions.

A widely used technique to increase perceived modal
density is to use time-varying delay lengths. This can be
implemented by letting a low frequency oscillator (LFO)
control small delay length deviations by inter-sample in-
terpolation. Even though the modulation depth is kept
low to avoid audible vibrato effects, it is difficult to re-
duce it enough, while keeping its desirable smoothing
properties. This makes it hard to apply it in the field of
natural audio coding.

Conventional reverberation algorithms usually give an
increasing impulse density over time. As the typical
comb-filter delay lines often are in the range of 40–
80 ms, it takes some time to build up a high degree of
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Figure 4: Impulse response of short IIR reverberator, with and without fractional delay, and corresponding power spectra.

diffusion (impulse density). As a decorrelator tool this is
not fast enough. An immediate diffuse time response is
preferred, which actually would speak for the FIR filter
design. Empirical research has shown that a reverbera-
tion time (RT60) of about 80 ms or below, can be use-
ful for a stereo decorrelator without perceptually adding
or changing the perceived room size of the original sig-
nal, under the condition that this signal does not contain
strong transients. RT60 denotes the time for a 60 dB de-
cay of the reverberator response. By using three serially
connected all-pass links with the transfer functions:

Hn(z) =
g(n)+z−m(n)

1+g(n)z−m(n) (9)

a reverberator structure is obtained, reminding of the at-
tempts to do very simple artificial reverberators in the

early days. Here, the delay lengths,m(measured in QMF
samples) for the three linksn = 0,1,2 are:

m(0) = 3 (10)

m(1) = 4 (11)

m(2) = 5 (12)

and the filter coefficients,g(n) for the three linksn =
0,1,2 are tuned to make all links have the same decay.
As an additional pre-delay, the whole system is delayed
by two QMF samples. This structure would hardly be
useful for a conventional reverberator design, at least not
if targeting longer decay times. Nevertheless, its impulse
response reads some nicely located early echos, which
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is desired. The complete reverberator, including frac-
tional delay and a continuously changing decay over fre-
quency, has a build-up phase of approximately 15–20 ms
followed by a decay of about 0.75 dB/ms.

3.5 Improving transient behavior

A major problem when incorporating delays or all-pass
filters that include long decays into a stereo decorrela-
tor, is the performance at transients due to the risk of
generating audible post-echoes or unnatural colorization.
Two well-known solutions to this problem are a) to use
a sufficiently short delay or b) to adapt the delay time to
the transient conditions by explicit signaling such cases.
The first method mentioned is simple but compromises
quality for the general, non-transient case. The latter is
more sophisticated and can take advantage of having a
decorrelator that is optimized for several signal cases and
by that, adapts itself. On the other hand, to signal tran-
sients explicitely might increase bit rate and keeping sig-
naling overhead low often suggests using hard decisions,
whereas transients can appear in various magnitudes.

A third and novel approach, very advantageous in this
context, is to detect transients on the decoder side, i.e.,
within the PS synthesis, and thereafter reduce the level
of the decorrelated signal using soft decisions. A certain
consequence of such scheme is the inability to decorre-
late the actual transients. However, a delay based decor-
relation method tends to decorrelate the echo after the
transient rather than the actual transient, anyway. It is
preferred to let the transient reduction scheme operate in
different independent frequency bands, in order to deal
with transient-like signals within complex audio mate-
rial. As the transient reduction process removes rever-
beration only from transients, this solution also addresses
the problem with the decorrelator enlarging the perceived
room size. This is evident since transient-like signals to
a larger extent makes the reverberator perceptible.

The transient reduction works in an efficient and robust
manner, when it attenuates post-echoes that potentially
degrade quality. A corresponding approach built upon a
frequency domain decorrelator would not be easily im-
plemented. Hence, a frequency domain decorrelator that
handles transients in a proper way would be hard to de-
sign without incorporating adaptive window switching,
which in turn affects the full signal spectrum and of-
fers no frequency selectivity. Again, the time domain
approach employing the QMF bank proves to have ad-
vantages well suited for PS.

Figure 5 shows the behavior of the transient reducing
process. The original input signal used in this experi-
ment is a dirac-like impulse run through a conventional
artificial reverberator. Typical settings were used for the
reverberator and a decay time of approximately 2.5 sec-
onds (RT60) was chosen. Also shown are the processed
signals containing the sum of the original and the decor-
related signals (i.e., synthetic ambience), with and with-
out the transient reducer. It can be observed from the fig-
ure that the impulse response of the decorrelator is much
attenuated when applying the transient reduction pro-
cess. Hence, the reverberation characteristics (e.g. per-
cieved room size) of the original signal remains nearly
unchanged.
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Figure 5: Impulse fed to a conventional synthetic reverberator. Top:
original mono downmixed signal (no decorrelation). Cen-
ter: original signal + short IIR reverberator decorrelation
without transient reduction. Bottom: original signal + short
IIR reverberator decorrelation with transient reduction.

3.6 Complexity aspects

For complexity reasons, one would prefer to keep the re-
verberation bandwidth, i.e., the audio bandwidth of the
decorrelated signal, as low as possible. A rather suc-
cessful compromise is to combine an all-pass reverber-
ation structure with a simple delay for the higher fre-
quencies. This saves both computational complexity as
well as static memory buffers, as the delay lengths in
the upper frequency region do not have to be very long
and require quite few calculations compared to the rever-
beration algorithm. It has been proven by experiments
that the unpleasant comb-filter effect and other draw-
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ENGDEGÅRD ET AL. SYNTHETIC AMBIENCE IN PARAMETRIC STEREO CODING

backs with the delay methods are much less significant
for higher frequencies, something that is exploited here.

An alternative complexity reduction method is to discard
any decorrelation above a certain frequency. Such band-
width limitation can be motivated by the minor impor-
tance of decorrelation at high frequencies compared to
the lower. This is used in the PS system defined in Digi-
tal Radio Mondial (DRM) [7], where decorrelation only
operates up to about 8.5 kHz. Higher up, only intensity
stereo is applied by means of IID processing.

4 PARAMETRIC STEREO CODING UTILIZING
SYNTHETIC AMBIENCE

4.1 Early systems

Parametric stereo today has only a few industrial applica-
tions but is expected to play an increasing role in the near
future for low bit rate audio coding. Some systems exist-
ing today are the enhanced aacPlus as defined in MPEG,
aacPlus in DRM and the quite minimalistic version of
parametric stereo as used in mp3PRO.

Probably the first commercial system including a very
simple parametric stereo tool was mp3PRO. For low bit
rates, mp3PRO allows a pseudo-stereo mode which ex-
cites the mono decoded signal into a wide stereo sig-
nal. The stereo width is controlled by only two bits per
frame or even less at unchanged stereo width, which cor-
responds to a maximum side information rate of about
77 bit/s for 44.1 kHz sampling rate. This quite limited
stereo tool obviously only provides a stereo output with
equal signal power in left and right channel and hence
would not qualify as a tool for spatial localization or true
reconstruction of the stereo scene. Still its extremely low
complexity and bit rate overhead have made it hard to
replace.

The parametric stereo included in DRM [7] is a scaled
down version of the PS tool recently defined in the
MPEG-4 standard [18], [19], [9]. It utilizes the same
QMF bank since it is already included in the mono core
coder (aacPlus) but lacks of the additional low frequency
filtering which increases low frequency resolution. Also
the bit stream and parameterization are simplified and a
bit less flexible. These simplifications relaxes the PS syn-
thesis scheme complexity wise to some extent. DRM
was the first commercial broadcasting service using a
parametric stereo coder that includes both intensity and
decorrelation parameters.

4.2 Integration with aacPlus

The integration of PS into aacPlus is a most benefi-
cial concept due to the already present QMF bank. At
mono decoding, aacPlus provides a complete QMF spec-
trum immediately prior to the QMF synthesis filter-bank,
which is the final processing step in the decoder. When
extending a mono aacPlus decoder to stereo by integrat-
ing PS decoding, another QMF synthesis channel has to
be added, as well as additional filtering of a predeter-
mined number of low-frequency QMF bands to achieve
the hybrid filter-bank structure described above. Since
the core decoder operates in mono mode, large memory
buffers (that would be required for the second channel
in normal stereo decoding) are available to be re-used
by the PS system. This results in practically no ex-
tra RAM needed for an aacPlus decoder supporting PS
(enhanced aacPlus). The same holds true for the com-
putational complexity, where PS decoding gives about
the same MIPS figures as for traditional stereo decod-
ing. On the encoder side, even a significant decrease of
complexity is achieved compared to standards stereo en-
coding, which might be of interesting for e.g. hand-held
terminal applications. These arguments let the reverber-
ation method as decorrelator, compared to just delays, be
easily integrated while not exceeding current complexity
constrains that are applicable for traditional stereo cod-
ing conditions.

The decorrelation method used in enhanced aacPlus is a
combination of a short IIR reverberator and single delay
lines. Table 2 shows the delay line configuration that are
used, excluding the fractional delays. As can be seen in
the table, the reverberation decay length is converging to-
wards 20 ms as approximating the upper frequency limit
of the reverb. This is a typical behavior of the chosen
all-pass filter structure as the filter coefficient vector,g in
Equation 9, approximates the zero vector. Consequently,
a continuous transition between the frequency bands uti-
lizing all-pass filters and delays is achieved.

The IIR reverberator used for frequencies under 8625 Hz
according to configuration Table 2, is designed according
to Sections 3.4 and 3.5. Since fractional delay is used as
described in Equations 7 and 8, the delay lines

z−m(n) (13)

are replaced by

eiαk(n)z−m(n) (14)
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frequency decorrelation reverberation
region method time RT60

(or delay)
< 8625 Hz IIR reverb
at 100 Hz ∼80 ms
at 8625 Hz ∼20 ms

8625–13125 Hz delay 20 ms
> 13125 Hz delay 2 ms

Table 2: Stereo decorrelator configuration of enhanced aacPlus. Fig-
ures are based on 44.1 kHz sampling rate.

whereαk(n) for n = 0,1,2 are the phase rotation values
for the corresponding all-pass linkn and QMF bandk.
Additionally, an overall fractional delay is introduced by
multiplying with phase rotation factorψk. This results in
the complete all-pass transfer function shown in Equa-
tion 15.

Hk(z) = z−2
ψk

2

∏
n=0

gk(n)+eiαk(n)z−m(n)

1+gk(n)eiαk(n)z−m(n) (15)

HereHk(z) represents the reverberation transfer function
for QMF bandk. Hk(z) is based on three all-pass links as
defined in Equation 9, but is in Equation 15 completed
with fractional delays and a two samples overall delay.

5 CONCLUSIONS

It has been found that the traditional design of rever-
beration tools is only poorly fulfilling the requirements
of synthetic ambience generation in a parametric stereo
coding system. Based on a discussion of all-pass decor-
relator techniques, an efficient IIR design derived from
basic artificial reverberation principles has been pro-
posed. Despite compromises in favor of complexity min-
imizations, the suggested method successfully improves
the reconstruction of ambience as a stereo decorrelator
compared to earlier solutions.

Subjective listening test have confirmed the usefulness of
the PS system [18], [19], [9], [8], utilizing the synthetic
ambience generation presented in this paper, in combina-
tion with aacPlus [11] in terms of quality versus bit rate
gain. The gain of using an artificial reverberation struc-
ture as decorrelation method is also an important contri-
bution to that advantage in quality. Furthermore, an en-
hanced aacPlus decoder which includes the PS tool has

approximately the same computational complexity as a
normal stereo aacPlus decoder.
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E. Schuijers, “Combining low complexity
parametric stereo with high efficiency AAC,”
ISO/IEC JTC1/SC29/WG11 MPEG2003/M10385,
Dec. 2003.

[19] W. Oomen, E. Schuijers, H. Purnhagen, and J. Eng-
deg̊ard, “MPEG4-Ext2: CE on low complex-
ity parametric stereo,” ISO/IEC JTC1/SC29/WG11
MPEG2003/M10366, Dec. 2003.

AES 116TH CONVENTION, BERLIN, GERMANY, 2004 MAY 8–11

12


	1 Introduction
	2 The Parametric Stereo Coding Paradigm
	2.1 Overview
	2.2 QMF bank

	3 Generation of Synthetic Ambience
	3.1 Motivation
	3.2 Known decorrelation solutions
	3.3 Artificial reverberators
	3.4 The all-pass (IIR) approach
	3.5 Improving transient behavior
	3.6 Complexity aspects

	4 Parametric stereo coding utilizing synthetic ambience
	4.1 Early systems
	4.2 Integration with aacPlus

	5 conclusions
	6 References

